
Iterative Vision-and-Language Navigation 

What is the problem?

The paper addresses the limitation in 
Vision-and-Language Navigation (VLN) 
where current benchmarks focus on 
"cold-start" navigation, meaning the agent's 
memory is reset at the beginning of each 
episode. This approach does not align with 
real-world scenarios where agents like robots 
persist in environments and should learn 
from their previous interactions .

What has been done earlier? 

Previous research in VLN extended simple 
path-following by concatenating instructions for 
longer paths and developed agents that could 
memorize or map environments efficiently. 
Some studies introduced pre-exploration 
settings where agents could explore the 
environment before following instructions, but 
these approaches did not handle real-time 
learning during the task itself .
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Proposed Solutions and Challenges

What are the remaining 
challenges? 

Remaining challenges include enabling 
agents to leverage memory during 
navigation tasks, especially over longer 
periods and across multiple episodes. 
Existing approaches reset the agent's 
memory and do not take advantage of 
environmental persistence.
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What novel solution proposed by the authors to 
solve the problem?    

The authors propose Iterative Vision-and-Language 
Navigation (IVLN) as a solution to address the limitations 
of traditional VLN models, which erase memory at the 
start of each episode. IVLN enables agents to retain 
memory across multiple tasks in the same environment, 
allowing them to learn and improve over time.

Key Features: Persistent Memory, Sequential Tasks, 
Discrete and Continuous Navigation, Map Building


