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Harnessing Vision GNNs as Backbone Feature Extractors for RetinaNet and Mask R-CNNs

RetinaNet ResNet + FPN + Focal Loss
Vision GNN

Dataset(s) – COCO Dataset, PubTables 1M Dataset, FinTab Dataset
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Graph Represnation

Directed Graph

1. Generalized Data Structure
2. Flexibility for Complex Objects
3. Part-Object Relationships

Benefits
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ViG Models
ViG-Ti

Flops(B): 1.3
Params(M): 7.1

ViG-S

Flops(B): 4.5
Params(M): 22.7

ViG-B

Flops(B): 17.7
Params(M): 86.8

ResNet -18

Flops(B): 1.82
Params(M): 11.7 

ResNet -50

Flops(B): 3.86
Params(M): 25.6

ResNet -101

Flops(B): 7.1
Params(M): 44.6

Model Depth Dimension D

ViG-Ti 12 192

ViG-S 16 320

ViG-B 16 640



Results on CIFAR 



Results on ImageNet 1k 



Conclsuion

1. ViG models (ViG-Ti, ViG-S, ViG-B) show promise in our training, with potential for 
comparable or superior performance to ResNet variants (ResNet-18, ResNet-50, ResNet-
101) as we increase training epochs.

2. ViG models match ResNet models in size (FLOPs and parameters) but outperform 
them in image classification. 

3. Future plans include training on coco, FinTab and Pubtables dataset. Also, 
implementing LT GNN for better transfer learning.


