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Theorem Proving in Lean
Training Data



Tactic Generator Model

Model: ByT5-Small with 300M trainable parameters with 12 encoder and 4 
decoder layers

Training objective:

 



Policy Model

Model: RoBERTa-base with 125M trainable parameters

Training Objective:



Proof Search 
Tree



Results

Results (Pass@1) of proving theorems within a time limit of 10 minutes:



Future Plan

● Integrate the policy model with Dynamic Sampling
● Limit on number of nodes to search instead of time limit
● Generate the data of success rate of goals and use it for training a new policy 

model
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