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What are diffusion models?

Diffusion models are a class of probabilistic generative models used in machine
learning and deep learning.

The core concept involves a methodical and gradual breakdown of the patterns
within a data distribution by using a step-by-step forward diffusion process.
Subsequently, a complementary reverse diffusion process is learned to reconstruct
those patterns, resulting in a versatile and manageable generative model for the
data.
They can be used to generate images, audio etc.
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The basic Model

▶ As mentioned earlier it has two processes
▶ The forward process
▶ The reverse process

▶ The forward process does not include Machine learning.

▶ The reverse process is based on the Machine learning.

▶ The ML part learns how to remove noise for a noisy data and make it less
noisy.

▶ The architecture can be UNet based where the data is projected with
ResNet-Block and downsampling to a bottle neck(small resolution) and then
again upsampling and using Res-Net block it is projected to the original
size.(At some resolutions there can be attention blocks as well)
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Notations

▶ xt= The image(data) at a particular timestep t. x0 is thus the original image.

▶ q(xt|xt−1) corresponds to the forward process.

▶ p(xt−1|xt) corresponds to the reverse process.

▶ N represents Normal distribution.

▶ N (xt;
√
1− βtxt−1, βtI) In this xt is the output, and the rest are inputs,the

second term is the mean and the third term is the variance.

▶ The β lie in between 0 and 1 and these are called schedules and are chnaged
in every timestep.

Arpan Maity
CS461,National Institute of Science Education and

Research Bhubaneswar 30-10-2023 4 / 13



Introduction Model Mathematical structure Algorithm Recent development References

The Forward process

q(xt|Xt−1) = N (xt;
√
1− βtxt−1, βtI)

A little trick
αt = 1− βt

ᾱt = Πt
s=1as

Reparameterization technique:

N (µ, σ2) = µ+ σ.ϵ, ϵ≈N (0, 1)

Rewrite the process

q(xt|xt−1) = N (xt;
√
1− βtxt−1, βtI)

=
√
1− βtxt−1 +

√
βtϵ

=
√
αtxt−1 +

√
1− αtϵ

=
√
αtαt−1xt−2 +

√
1− αtαt−1ϵ

...

=
√
αtαt−1...α1α0x0 +

√
1− αtαt−1...α1α0ϵ
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The Forward process

=
√
ᾱtx0 +

√
1− ᾱtϵ

∴ q(xt|x0) = N (xt;
√
ᾱtx0, (1− ᾱt)I)
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The Reverse process

p(xt−1|xt)

p(xt−1|xt) = N (xt−1;µθ(xt, t),Σθ(xt, t))

We fixed the varinace and thus we will not predict that.We will start by looking at
the loss function.

−log(pθ(x0))

To find this we have keep track of t− 1 variables which is not possible. So, we
will calculate variational lower bound.

−log(pθ(x0)) ≤ −log(pθ(x0)) +DKL(q(x1:T |x0)||pθ(x1:T |x0))

The plus sign is there because we want to minimise the the loss. This can further
be simplfied to,

ΣT
t=2DKL(q(xt−1|xt, x0)||pθ(xt−1||xt))− log(pθ(x0|x1))
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The Reverse process

pθ(xt−1|xt) = N (xt−1;µθ(xt, t), βI)

q(xt−1|xt, x0) = N (xt−1; µ̄t(xt, x0), β̄tI)

Now we try to calculate the mean squared error between the actual µ̄t and the
predicted µθ

Lt =
1

2σ2
t

||µ̄t(xt, x0)− µθ(xt, t)||2

This can further be simplified to

||ϵ− ϵθ(xt, t)||2

So, we optimise

Lsimple = Et,x0,ϵ

(
||ϵ− ϵθ(

√
ᾱtx0 +

√
1− ᾱtϵ, t)||2

)
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Training algorithm

▶ 1: repeat

▶ 2: x0≈q(x0)

▶ 3: t≈ Uniform({1, ....., T})
▶ 4:ϵ≈N (0, 1)

▶ Take gradient descent step on ∇θ||ϵ− ϵθ(
√
ᾱtx0 +

√
1− ᾱtϵ, t)||2

▶ until converged
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Sampling algorithm

▶ 1: repeat

▶ 2: xT≈N (0, 1)

▶ 3: for t = T, ...., 1 do

▶ 4:z≈N (0, 1) if t > 1 else z = 0

▶ xt−1 = 1√
αt

(
xt − 1−αt√

1−ᾱt
ϵθ(xt, t)

)
+ σtz

▶ end for

▶ return x0
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Recent development

▶ Increase the depth and decrease width

▶ More attention layers

▶ Increase attention heads

▶ Adaptive Group Normalization
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Thank you!
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