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Introduction Methodology Results
Exoplanets are distant worlds with atmospheres that remain a mystery to us. Studying their atmo- Our model outperforms HELA model in terms of accuracy (R?) score and it can be clearly seen
spheres has long been difficult for astronomers. However, new machine learning techniques are i in the following RvP assessment of the five labels.

HELA DATASET

e Synthetically generated WFC3 Transmission spectra : 80,000
training spectra and 20,000 testing spectra

5 parameters/labels : Temperature (T), logarithmic volume
mixing ratios of water(x, ,), ammonia( Xyz,), hydrogen
cyanide(x,.y) and constant cloud opacity ( k()

e Considered a standard dataset in atmospheric retrieval

providing a powerful way to unlock the secrets of these alien skies. By training on large amounts
of simulated data, machine learning models can decode the information hidden in telescope ob-
servations like spectra and light curves. This allows us to discover the gases present, temperature
structures, and atmospheric motions on exoplanets light-years away.
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In this poster, we present a new ML model which hasn’t been used previously in the exoplanet
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PARAMETRIC ATMOSPHERE MODEL

community and evaluate the performance of our model. N, O Lo = o
: CURATED DATASET from ExoCTK generic grid -
u - e Synthetically generated 112640 synthetic transmission
Comparatlve Anal‘ySIS Of ML mOdelS : . spectra from ExoCTK generic grid through web-scrapping z g
ative Transfer e 8 parameters/labels : Temperature (T), gravity (g), radius of g g
We tested different models with HELA dataset and the R? are presented below. The table : : planet and star (%, and R, ), metallicity, C/O ratio, cloud and B 2
. .. . . . h
has model R? values and the graphs plotted have individual RvP assessments for the labels in ; : e anges for each are taken from this paper]
testing dataset. :
ML Baseline algorithms R? score :
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, ety StackingResressor Other than this, various ML models were run on our dataset (Generated using ExoCTK) like
Observational Spectral data . y gRegressor() . . . . 9 :
| amed ] CNN, KNN, RF , Gradient Boosting. Work has to be done on improving the R= score using the

optimal algorithm.

Model MSE: 24633.343440388126
Model R2 Score: ©.7444459059943302

Future Plans
< : g c z Model R2 Score:
B : Shea | RN .. 0090909090902z zZz—————m————me—m— ;jl_—————J 1. A more complex model, or feature extraction on the generated ExoCTK dataset may lead to
£ & & r _ D | Il || M . 5 c . .
| better evaluation score. That will be our primary motive heading on.
T o 2. The Stacking model used is novel in the atmospheric retrieval community, and MLARE will
f - be developed to provide a comparative retrieval study of different ML algorithms never
: "3 E 4 3 done before in exoplanetary research, which will be run simultaneously on the same
- ;ﬁﬁ?’ : predicted atmospheric R e et exoplanetary spectra to predict atmospheric parameters.
e o properties 5 . | 3. Fully developed MLARE will be integrated into an in-house atmospheric retrieval model.
e A I N— MLARE can be used on its own to retrieve atmospheric parameters or combined with
. . | | eneral sampling methods of the cumulative model, to generate better and faster results.
Figure 3. RvP plot for kNN Figure 4. RvP plot for Random Forest . 5 PINS 5
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