
Analysing Strategies in 2D Voronoi Area Game
Samir Dileep Sandipan Samanta

National Institute of Science Education and Research, Bhubaneswar

Problem Statement

This project aims to design and train a Machine Learning model to master the

2-player Voronoi Area Game in 2D. An in-house replica of the game was made in

python and the training process was run on this interface. After training, we ex-

pect the model to make the most optimal placement of points to win an instance

of the game when placing as Red or as Blue. The model also helps answer which

of Red and Blue have the advantage when both play optimally.

Voronoi Diagrams

A Voronoi diagram is a method of geometrical partitioning of a space where

the division is based on the distance of every point in the space from a specific

set of points. The distance metric used here is Euclidean, but any other metric

can be used, depending on the application.

Let X be a metric space with a distance metric d. Let P = {P1, P2, ..., Pn} be
the set of points to be considered as sites based on which the division is done.

Then, the region Ri assigned to a point Pi ∈ P will be given by:

Ri = {x ∈ X | d(x, Pi) ≤ d(x, Pj) ∀ Pj ∈ P ; Pi 6= Pj} (1)

Put simply, the Voronoi diagram can be defined as the collection of Ri from all

Pi in P .

Figure 1. (Left to right) Generation of associated region for a point in a Voronoi diagram; A pair of Voronoi

diagrams having the same set of points but a different distance metric in each (Euclidean and Manhattan

respectively) [2].

Applications

This version of the Voronoi game can be used to simulate and find solutions

for multiple cases of Competitive Facility Location problems, where multiple

players place facilities inside a fixed area such that their region of influence is

maximised [1]. Changes can be made in no. of dimensions, turns and players

to suit each problem. Due to this being a rather simple representation, other

required factors like time can be easily incorporated.

The 2D Voronoi Area Game

The GreedyApproach

The MLApproach

Caveats & FurtherWork

Limitations:

Model Selection: Initial experiments with PPO, DQN, and A2C were promising

at first, but actual implementation over the environment we created turned

out to be very difficult and gave little to no results.

The KNN Model: KNN has given out satisfactory results, providing models for

both players 1 and 2 with a win percentage of above 70%. Nevertheless, we

feel the previously mentioned algorithms would fare even better, provided we

achieve proper implementation.

Performance Issues:

Greedy Method Drawbacks: The implemented greedy method was too slow

to generate multiple games, so some further steps in our approach like pitting

greedy VS KNN and the proper statistics for greedy strategy were not

obtained.

Future Directions:

Towards Other Variants: Future efforts will focus on adapting our approach

for more complex scenarios like weighted Voronoi games to add more real-life

applications.

Optimizing Computational Efficiency: We plan to enhance the speed and

efficiency of our models, particularly improving the greedy method for faster

decision-making capabilities. Also, we plan to debug and optimize the codes

for PPO, DQN and A2C we wrote earlier in hopes of better performance.
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Codes and Resources

For all the codes and resources used in

this project, checkout our github page.
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