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Workflow

What to do by Midway

1. Literature review.
2. Synthesis of dataset.
3. Implement classic machine learning 

(Regression) algorithms to achieve the 
best results.

Work division 

1. Rahul: Data pre-processing.
2. Rabmit: Implementation of different 

machine learning algorithms.
3. Both: Literature review, Presentation 

and Report.

Expected results

To detect the presence and quantify the 
composition of complex metabolome.

Background Idea 
We encounter numerous complex mixtures in various fields. Nowadays, 
NMR spectroscopy has become increasingly prevalent in various industries 
and research fields. This technique is being widely adopted for the analysis 
of complex mixtures due to its non-destructive and non-invasive nature. It 
allows researchers and professionals to simultaneously detect and identify 
multiple compounds within mixtures without the need for extensive sample 
preparation or separation steps.

Post midway work

If our primary goals are completed, we will move 
forward to

1. Learn more about deep learning.
2. Implementation of deep learning model.


