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Introduction
In the vast landscape of machine learning, overfitting lurks like a treacherous
mirage. Imagine a model that memorizes every twist and turn of its training
data, only to falter miserably when faced with new, unseen examples. Reg-
ularization steps in as our trusty guide, leading us away from the perilous
cliffs of overfitting and toward a more reliable model.

Why Regularization matters
• Complexity Control
• Overfitting Prevention
• Bias-Variance Tradeoff
• Feature Selection
• Multicollinearity Management

Understanding Overfitting and Underfitting

Overfitting is a phenomenon that occurs when a Machine Learning model is
constrained to the training set and not able to perform well on unseen data.
That is when our model learns the noise in the training data as well. This is
the case when our model memorizes the training data instead of learning the
patterns in it.

Figure 1: Graphical representation of different fittings

Underfitting on the other hand is the case when our model is not able to
learn even the basic patterns available in the dataset. In the case of the un-
derfitting model is unable to perform well even on the training data hence
we cannot expect it to perform well on the validation data. This is the case
when we are supposed to increase the complexity of the model or add more
features to the feature set.

Bias-Variance Tradeoff

Bias measures the average difference between predicted values and true val-
ues. As bias increases, a model predicts less accurately on a training dataset.
High bias refers to high error in training.

Figure 2: The bias-variance tradeoff
demonstrates the inverse relationship be-
tween bias and variance.

Variance measures the dif-
ference between predictions
across various realizations of
a given model. As vari-
ance increases, a model pre-
dicts less accurately on un-
seen data. High variance
refers to high error during
testing and validation.
• High Bias, Low Variance:

Underfitting
• High Variance, Low Bias:

Overfitting
• High-Bias, High-Variance:

The model cannot capture
underlying patterns and is

too sensitive to training data changes. On average, the model will generate
unreliable and inconsistent predictions.

• Low Bias, Low Variance: Perfect scenario for a machine learning model
where it can generalize well to unseen data and make consistent, accurate
predictions.

Types of Regularization
1. Lasso regression (or L1 regularization) is a regularization technique that

penalizes high-value, correlated coefficients. It introduces a regularization
term (also called, penalty term) into the model’s sum of squared errors
(SSE) loss function. This penalty term is the absolute value of the sum
of coefficients. Controlled in turn by the hyperparameter lambda (λ), it
reduces select feature weights to zero. Lasso regression thereby removes
multicollinear features from the model altogether.
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2. Ridge regression (or L2 regularization) is regularization technique that
similarly penalizes high-value coefficients by introducing a penalty term
in the SSE loss function. It differs from lasso regression however. First, the
penalty term in ridge regression is the squared sum of coefficients rather
than the absolute value of coefficients. Second, ridge regression does not
enact feature selection. While lasso regression’s penalty term can remove
features from the model by shrinking coefficient values to zero, ridge re-
gression only shrinks feature weights towards zero but never to zero.
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3. Elastic net regularization essentially combines both ridge and lasso regres-
sion but inserting both the L1 and L2 penalty terms into the SSE loss func-
tion. Elastic net inserts both of the penalty values into the cost function
(SSE) equation. In this way, elastic net addresses multicollinearity while
also enabling feature selection. α is a hyperparameter that controls the ra-
tio of the L1 and L2 regularization.
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Case Study: Applying Dropout to CNNs

Figure 3: Applying dropout to prevent neural networks from overfitting (a) stan-
dard neutral net and (b) after applying dropout

The dropout is used to randomly ”turn off” or ”ignore” neurons (with a
predefined probability, often every other neuron) as well as peripheral neu-
rons and the other neurons will have to step in and handle the representation
required to make predictions for the missing neurons. Thus, with fewer neu-
rons, the network is more responsive and can learn faster. At the end of the
learning session, the ”turned off” neurons are ”turned back on” (with their
original weights).

Figure 4: Training and valida-
tion accuracy

Figure 5: Training and valida-
tion accuracy after dropout
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