
Demystifying the high dimensional data: tSNE
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Non-linear form dimension reduction, its objective is to embed 
data from high dimension to lower dimension so as to optimally 
preserve neighbourhood identity.

Algorithm of t-SNE

Figure 1: Data points in 2D

Applications

After the advancements in technology, the world has been brimmed with data which has brought a wealth of 
information, but with it comes a challenge: “the curse of dimensionality”. As the number of dimensions 
(features) in our data increases, visualizing and processing it becomes increasingly difficult. This is where 
dimension reduction techniques, like t-SNE, come into play. These techniques allow us to uncover hidden patterns 
within the data, making complex information easier to explore and analyze. Ultimately, this leads to increased 
computational efficiency.

Each data point in the high-dimensional space is captured as a 

probability distribution over its neighbors using a Gaussian kernel, 
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Figure 2: Data points in 1D

Figure 3: Data points in 1D, aligned
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Equation 4: Cost function
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Equation 1: Gaussian Kernel
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Equation 2: Heavier tail t-Distribution

To illustrate the benefits of t-SNE and the types of problems it 
excels at, let's consider the MNIST handwritten digit dataset, a 
popular dataset in machine learning

Graph 1: Gaussian distribution in High-D , t-Distribution in Low-D

Figure 4: PCA for MNIST Figure 5: t-SNE for MNIST

• Bioinformatics and Genomics

• Natural language processing

• Scientific Visualization

• Biomedical Signal processing

• Geological Domain interpretation
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Background

What is tSNE? Why tSNE?

Algorithm of t-SNE

It is then mapped to a corresponding point in the lower-dimensional 

space, Here also probability distribution is calculated for embedded data 

using t-distribution, q𝐢𝐣 is calculated for e𝐢𝐣

To achieve its goal, an iterative optimization process is employed. A cost 
function is calculated, measuring the difference between the probability 

distributions of neighbors in the high-dimensional space and the corresponding 
low-dimensional representation.
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