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Attention

| Attention |
| ---: |
| Single step training |
| Both short and Long <br> interaction for conter |
| 0 |

LSTM/CNN
Training scales with length of sequence (LSTM)

Only local interaction (CNN)


Positional Encoding
Generally, after the embedding, the positional information is added ( (literally) to the embedding vector. : It is independent of embedding and fixed by the position of a word in the sequence.


## Embedding

| IS | LOVELY |
| :---: | :---: |
| $\downarrow$ |  |
| 5475 | 65 |
| $\downarrow$ | $\downarrow$ |
| 621.659 | 6422.693 |
| 1304.051 | 6315.080 |
| 0.565 | 9358.778 |
| ... | ... |
| 7679.805 | 2141.081 |
| 4506.025 | 735.147 |

please buy an apple and anorange
apple unveiled the new phone


## Self Attention

## Is matrix algebra to map one sequence to another based on context.

## Multi-head

 Attention

Q : (Input) Embedding in a space where related words are closer and unrelated words farther.

## K : Relates the input to the output

V : (Output) Embedding in a space where words that come next in a sentence are closer (used during generation/ inference)

