rmse 66128.34722877308
r2 0.40434202558898724

mae

dependent variable

adjusted r2 0.16174974964419142

REGRESSION METRICS

REGRESSION

» Regression is one of the supervised learning
techniques that is used for the prediction of
continuous data. The regression technique is
used to model relationships between dependent
and independent variables and produce a line of
best fit.

» There are different types of regression models.
Linear regression, for example, fits a straight line
to the data. This poster focuses on the metrics for
linear regression.

WHAT ARE PERFORMANCE METRICS

» Performance metrics are measures used to
evaluate the performance or effectiveness of a
system, process, model, or any other entity. Here,
we are going to focus on metrics that can be
effectively used as loss functions.

MEAN ABSOLUTE ERROR

1 n
MAE:— j — Ai
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Where: - n is the number of samples.
- y; is the actual value of the i-th sample.
- y; is the predicted value of the i-th sample.

ROOT MEAN SQUARE ERROR

RMS:\%Z“X?

Where: - nis the number of values in the dataset. - x;
represents each individual value in the dataset.

The RMS is calculated by taking the square root of
the average of the squared values in the dataset.

AN EXAMPLE

rmse 75357.5107940729
r2 0.22647436239929408

adjusted r2 0.049314158984217094
mae 52209.991462004815

47205.66433142092

R2 SQUARED

The formula for R-squared is:

SSI’GS

St

Where: - S§Ses is the sum of squared residuals - S5t is

the total sum of squares.
» Ranges from 0 to 1: 0 indicates model explains

none of variability. 1 indicates model explains all
variability.

R° =1

ADJUSTED R2 SQUARED

(1-R*)(n-1)
n—p-—1

Adjusted R =1 —

Where: - R? is the R-squared value of the model. - n is
the number of observations. - p is the number of
predictors (independent variables) in the model.

APPLICATION

» MAE: useful in housing price prediction, since it
gives a straightforward difference in magnitude

» RMSE: in weather forecasts since it penalises
outliers severely

» R2-score is used in fitting linear functions since it
can tell us how good the data itself is, in ML, it
can be used, for example, for stock price
prediction

» Adjusted R2-score penalises addition of
unnecessary predictors

GOOGLE COLAB LINK

@ [psita Rout.

Google colab notebook.

Online, 2024.
Accessed on 1st April 2024.

rmse 63006.335929343855
r2 0.45925803812197163

adjusted r2 0.20927402463293332
mae 43674.56989903983
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