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● Normalization is a data preprocessing technique that transforms 
input feature values to the range [0,1].

● The transformation for a particular input feature x, that has values in 
the range [xmin , xmax] is represented using the equation,

● Standardization is a data preprocessing technique that transforms 
input values to follow a distribution with a zero mean (μ) and unit 
variance (σ2).

● It achieves this by using a mathematical formula ,

● Batch normalization (BN) involves normalizing activation vectors in 
hidden layers using the mean and variance of the current batch's 
data.

● This normalization is implemented right before or after the 
application of the nonlinear function.

● Batch normalization is less suitable for sequence models and 
smaller batch sizes.

● In Layer Normalization, all neurons within a layer share the same 
distribution across all input features.

● Layer normalization is independent of the batch size, so it can be 
applied to batches with smaller sizes as well.
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Neural networks may struggle when working with input features that have different value ranges, causing longer training times and 
convergence issues. Training models on unnormalized data leads to slower convergence due to gradient descent difficulties. The problem of 
exploding gradients arises, causing instability as high values propagate through network layers. Preprocessing techniques like normalization 
and standardization help overcome scaling issues.

Saturkar et al. (2019) demonstrate in a VGG network using the CIFAR10 
dataset that training accuracy is improved when employing Batch 
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