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Recap

● The Original idea was to train a Machine learning algorithm to learn to 
recognize Indian Classical Sarees.

● This was to be done in two steps: first, a dataset was to be collected and 
next, this dataset was to be used to train the model.

● As a starting point, it was decided that a simple algorithm like TinyVGG 
would suffice.

● If successful then we were to move to more sophisticated algorithms like 
Mobilenet.

● Here, we present our progress on this path thus far.



Dataset

● Web Scraping was done using Python selenium libraries
● Four different kinds of sarees were chosen: Sambalpuri, Ilkal, Kasavu, and 

Bandhani.
● After this we had about 4.5k images to work with.



Convolutional Neural Networks

● In one dimension, convolution is given as

● Convolution can be thought of as looking at something through a different 
perspective, literally! Visualise it as a window sliding over the original 
distribution to yield a new one.

● Doing so augments the original image data, this is leveraged by the 
algorithm to classify effectively.

 

GIF credits: [7] 



Tiny VGG 

● The Tiny VGG architecture uses multiple convolutional layers to effectively 
classify images. 

● The output of this is fed into a flattening layer with linear activation to give 
logits that can be used to determine the linear activation

Image credits: [6] 



Mobilenet

● Mobilenet is a series of Image Classification models designed for low end 
mobile devices, it reduces computational cost by splitting convolution into 
a Depthwise and a Pointwise block, the upgraded version uses additional 
Inverted residuals and squeeze and excite layer to improve efficiency.

Image credits: [1] 



Experiments

● Tiny VGG performed surprisingly well for a small model.



Experiments

● MobileNet V3, despite being a larger model, underperformed.



Experiments

● The modification of MobilenetV3 by including ECA layers did not affect its 
effectiveness.



Future Plans

● Improve upon the current accuracy by extending dataset, tweaking 
hyperparameters and trying out new models that are specialised for 
fashion.

● Try out some non-CNN based models to gauge the relative accuracy of 
CNN models

● Try to build a Generative Adversarial network that can replicate Indian 
Saree patterns.
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