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CONTRIBUTIONS
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• Trained different datasets on Random Forest and 

XG Boost

• Obtained good accuracy in the prediction of 

Single Scattering Albedo which increased with the 

increase in the size of the training data

• Average accuracy for the prediction of Planck 

Source Function.

• When the layers were spliced into upper and 

lower atmosphere, further accuracy was achieved 

for SSA prediction in the lower atmosphere.



MIDWAY RECAP
• Generated  perturbed input atmospheric profiles, each 

containing the data of 60 layers (10 kms) and 100 different 

sites. 

• Developed a feed-forward neural network to emulate the look-up 

tables and trained it using 3600 atmospheric profiles.

• The layer temperature was used to predict the water vapor 

concentration. Here, temperature was the parameter while the

number of epochs and learning rate were the hyperparameters.

• Faced problems while labelling the profiles; unable to label 

them.
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FURTHER 

PROGRESS…

• Successfully labelled the input atmospheric 
profiles.

• Concatenated 9000 such  input 
atmospheric profiles to a single netCDF
file , as for the corresponding output files 
and divided them into training, testing 
and validation in 3:1:1 ratio .

• Tried training a neural network model but 
failed due to GPU Memory saturation.

• Smaller number of concatenated input 
files were created and divided according 
to the above ratio.



FURTHER

PROGRESS…

• Training neural networks over the smaller dataset didn’t work 
out, again due to GPU memory saturation. 

• Parallelly, we were working on SVR as well as Random Forest.

• Due to the difference in the dimensions of the input 
parameters (nx60x100) and output (nx256x60x100 or 
nx224x60x100), we realized SVR doesn’t work. Random 
Forest worked!

• Predictions were evaluated according to MSE error and model 
accuracy.

• Random Forest predicted Planck Source Function to an 
average accuracy, SSA to a good accuracy but the short 
wavelength and long wavelength optical depth showed a very 
bad accuracy.



FURTHERMORE PROGRESS…
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• Furthermore, we trained the data in XG Boost model. 



FURTHERMORE PROGRESS…

7

• Furthermore, we trained the data in XG Boost model. 



MODEL COMPARISON

8



MODEL COMPARISON
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FURTHERMORE PROGRESS…

1

0

• The memory problem was still persistent in 

some cases and the datasets were layer wise 

sliced.

• Furthermore, after examining the temperature 

v/s layer and pressure v/s layer plots, we sliced 

the atmospheric profiles into upper and lower 

layers.

• Random Forest was run on sliced input 

data points of 60x60x100 and 100x60x100 

along with their corresponding output 

files.

• RF showed excellent accuracy in 

predicting SSA for the lower atmosphere 

profiles of 100 input files.

• Hyperparameter tuning for RF was done 

using grid search
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RANDOM FOREST ANALYSIS



Density Scatter Plots of Predicted v/s Actual Planck 

Source Function
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Density Scatter Plots of Predicted v/s Actual 

Optical depth (Shortwave)
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Density Scatter Plots of Predicted v/s Actual 

Optical depth (Longwave)
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Density Scatter Plots of Predicted v/s Actual SSA



FURTHER 

PLANS

16

The Random Forest  

model we developed 

shows great accuracy 

for SSA prediction. 

The accuracy was

enhanced when the 

layers were slice into 

upper and lower 

atmosphere. Hyperparameter 

tuning by grid 

search on RF 

showed that a 

maximum depth 

of 20 is the best 

hyperparameter

Pipelines forRF, XG 

Boost and Neural 

Networks are ready to 

train bigger 

datasets for better 

accuracy, provided 

memory limit 

issues are 

resolved.

To implement the 

pipelines on other 

models and datasets.

CONCLUSIONS

Once the results 

are obtained, 

we’ll move 

forward for 

publications.
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