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Speech and Language Technologies (SLT) for India

» SLT faces significant challenges in India

» With hundreds of languages, thousands of dialects”

- High correlation between supervision for a language/accent and its final WER [1]

160

60 -
“We observe lower accuracy on low-resource and/or e
low-discoverability languages or languages where &
we have less training data. The models also exhibit o
disparate performance on different accents and o 20-
dialects of particular languages.” &
https://github.com/openai/whisper/blob/main/model-card.md
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* Census 2011: 19,569 raw linguistic affiliations, 1369 rationalized mother tongues

10 A

4y
LO Gy r‘/}- JAgN TE
iﬂ' ML km ©
(1 M1
I
NE BE i
"l IR A
B KK SR oy
FA _
_L» HE
AZ
LV 1R
HI SIgS® ¢
S
oo N v,
Vs FlLeC BG4 o &H
HR s NEL
S %y
;R i
- M5 DK Vv 1
415 4 ‘5 Ji R
D g
R d
L
E
T i€ o\
2
r< = (0.83 s
| 1 1 I |
0.1 1 10 100 1K 10K 100K 1M

Hours of transcribed audio

[1] “Robust Speech Recognition via Large-scale Weak Supervision”, Radford et al., https://arxiv.org/pdf/2212.04356.pdf, Dec 2022



Speech and Language Technologies (SLT) for India

» SLT faces significant challenges in India

» With hundreds of languages, thousands of dialects”

- High correlation between supervision for a language/accent and its final WER [1]

Constrained

Devices/ \
wtforms
Noisy W

Environments

Non-native

Kguage eff

Low-Resource
SLT




Speech and Language Technologies (SLT) for India

Constrained

W Devices/
Platforms

Noisy

Non-native

wge eff

Low-Resource
SLT




Voice Is the Next Big Platform, Unless You Have an Accent

* Non-native accents pose a significant challenge to state-of-the-art ASR systems

45%
Word Error Rates (WERS)

38%

31% 31%
27%

23%
0% 19%

16% 15%

» Can we use blackbox service APIs to guide a local ASR system targeting specific accents?

Image from https://fairspeech.stanford.edu/, 2020



Adapting Black-box ASR Systems to Accented Speech

 Guided inference to adapt a black-box ASR system to speech from a target accent

Google
ASR Engine

Q) K. Khandelwal, P. Jyothi, A. Awasthi and S. Sarawagi, Black-box Adaptation of ASR for Accented Speech, Interspeech 2020



Adapting Black-box ASR systems to Accented Speech

 Guided inference to adapt a black-box ASR system to speech from a target accent

* \We propose a guided inference algorithm (FineMerge)
» Build a local ASR system L specific to the target accent

e Predicts character distributions /i, ..., Pr SPforT input frames at test time
» Align service characters from s to each frame using Ptoget S;,...., St

« Revise P — P’ to selectively support service characters

St _ P | 0| _ _ | s t | e | d | d
P, (Sy) |6e-51e-11| 1 [0.34]0.01|0.93(0.99]0.44|0.29|0.98
dy t t O| O S t a t d
P, (d:) 10.99] 0.99 [1.0{0.63]0.98]0.93(0.99]0.55|0.64|0.98

Ty t t O _ S t e d d
P7(ry) 10.62] 0.99 [1.0/0.59]0.61]0.9310.99|0.66(0.57|0.98
Pi(ry) 10.99] 0.99 [1.0/0.34/0.98(0.9310.99(0.4410.29|0.98

Q) K. Khandelwal, P. Jyothi, A. Awasthi and S. Sarawagi, Black-box Adaptation of ASR for Accented Speech, Interspeech 2020



Black-box ASR Adaptation

WER WER WER

(Indian En) (Australian En) (British En)

Local 27.99 24.41 25.06
Service 22.32 23.52 20.82
Rover 21.12 18.04 18.10
FineMerge 18.45 16.90 16.47

[1] “Black-box Adaptation of ASR for Accented Speech”, K. Khandelwal, P. Jyothi, A. Awasthi, S. Sarawagi, Interspeech 2020



Black-box ASR Adaptation

WER WER WER

(Indian En) (Australian En) (British En)

Local 27.99 24.41 25.06
Service 22.32 23.52 20.82
Rover 21.12 18.04 18.10
FineMerge 18.45 16.90 16.47
Indian Australian
Gold for a brief time ... ... rope a bull while on a
Service soda beef time ... ... work a bowl! while on a
Local for a breeze time ... ... rope the ball while on a
Rover for a beef time ... ... work a bow! while on a
FineMerge for a brief time ... ... rope a bull while on a

[1] “Black-box Adaptation of ASR for Accented Speech”, K. Khandelwal, P. Jyothi, A. Awasthi, S. Sarawagi, Interspeech 2020



Black-box ASR Adaptation

» Words with highest reductions In
error on Indian-accented test
samples

* “however”; Contains the
diphthong /aw/ that has many
phonetic realizations

- “were”: /v/ and /w/ usually overlap
in usage by Indian-accented English

speakers
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Personalization: Accent Adaptation For a Specific Speaker

* For personalised ASR, collect speech by asking users to read out selected samples

* How do we select samples? Can we do better than random selection?
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Sentence Selection

Pick examples that are more (ASR) error-prone

Finding sentences that are ASR error-prone:

1. Learn an “error model” that identifies phonemes in a sentence
that ASR may misrecognize

2. Use a small seed set to train the error model

3. Assign higher scores to sentences with more errors using the
error model

RGN RZAN A Awasthi, A. Kansal, S. Sarawagi, P. Jyothi Error-driven Fixed-budget ASR Personalization for Accented Speakers, ICASSP 2021



Training the Error Model

“with bang”

Next few slides made by Abhijeet Awasthi



Training the Error Model

Qo | 91 1 92 | Q3 | 44 | 5 | (s
1 1

Error Model (BILSTM)

1] ]
W | IH | DH B | AE NG

|

Grapheme to Phoneme ]

!
“with bang” > ’ Y

W IH| T B AE NG K ﬁ
3 [
Grapheme to Phoneme ]
|
‘wit bank” )A/i

|
[ ASR System ]

7 e




Training the Error Model
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Training the Error Model
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Training the Error Model
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Training the Error Model
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Training the Error Model
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Training the Error Model
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Training the Error Model
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Scoring and Selecting Utterances using Error Model
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Scoring and Selecting Utterances using Error Model

Jo

oF

op,

ok!

Q4

Qs

J6

[ Error Model (BILSTM) J
|
Po

I

I

I

I

I

I

P1

I

P2 | P3| P4 | P5 | Ps

I

I

I

:

Grapheme to Phoneme

]

“‘with bang”

]

1

score(y) = —
n




Scoring and Selecting Utterances using Error Model
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Scoring and Selecting Utterances using Error Model

Reduces diversity by selecting repetitive patterns
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Scoring and Selecting Utterances using Error Model
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Scoring and Selecting Utterances using Error Model
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Scoring and Selecting Utterances using Error Model
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Scoring and Selecting Utterances using Error Model
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Scoring and Selecting Utterances using Error Model

Diminishing returns for selecting a phone which
already has a good count in the selected set
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Fine-tuned ASR Using Selected Samples
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Accent-Agnostic Speech Recognition

Natural idea: Learn an internal representation that is accent-invariant

Lpair 7’ Lasr <
Coupled training using parallel speech data 1 E Y’
(same text, differently accented speakers) R DECODER
D | | | qiy ATTENTION
Leads to consistent performance improvements | | | |
even on challenging Indian-accented samples .
NCODER ENCODER
Shared
I I ------ I I ’I '.I! “Ql_g}tlsl I’ I ’I = = =
But availability of parallel speech data is limited = = E B C i & ¢ f B E
X/ X

WRR0 V. Unni, N. Joshi and P. Jyothi, “Coupled training of sequence-to-sequence models for accented speech recognition”, ICASSP 2020



Accent-Aware Speech Recognition

» Alternate approach: Learn to handle different accents differently

- Plan: Actively extract and use “accent information” Lphone .
A t
» Accent information obtained in two ways: acfen
» Accent embedding produced by an accent classifier trained - N
separately
» Tapped from an accent classifier trained alongside ASR ASR 4_( o
(multi-task training) Accent
Classification
- And fed into an appropriate layer in the ASR network - / S 5
» Significantly lower error rates compared to a multi-accent baseline: : |
* 15% on seen accents
- 9% on a new accent :

BIONRES] A. Jain, M. Upreti and P. Jyothi, “Improved Accented Speech Recognition using Accent Embeddings and Multi-task Leaming”, Interspeech 2018



Understanding Accent in Neural Networks

- How do neural networks handle accents?
+ A study of DeepSpeech?2 using different measures and tools

- Gradients based: While outputting each word, how well the network “focuses” on the
correct segment.

- Information in layers: Amount of information that representations at various layers carry
about the accent, and for each accent, about the phones.

 Information theoretic: Measured using mutual information (after clustering the
representations).

» (Classifier based: Measured using the accuracy of a classifier that takes the
representations as inputs.

 |Improving ASR systems using such analysis while designing them

08 A. Prasad, P. Jyothi, “How Accents Confound: Probing for Accent Information in End-to-End Speech Recognition Systems”, ACL 2020
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Accent EMD
g Canadian 40.9 o
Lowest
N US 42.6 )
African 44.3
English 44.3
Scottish 43.3
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[ Indian 50.3 | Highest
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A. Prasad, P. Jyothi, “How Accents Confound: Probing for Accent Information in End-to-End Speech Recognition Systems”, ACL 2020



Understanding Accent Information in Neural Networks

Layers and Accents: Classifier-Based Analysis
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08 A. Prasad, P. Jyothi, “How Accents Confound: Probing for Accent Information in End-to-End Speech Recognition Systems”, ACL 2020
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Code-Switching

« Switching between different languages within/across sentences
Piya Tose Naina Laage &T Amazing Rendition Deliver f&a1 9 Audition U

Widely prevalent in multilingual countries like India
An emerging sub-area in SLT

Just treat it like a new language?
Hard to get access to large amounts of code-switched data

Large diversity in how code-switching manifests

But laughter therapy 7 B3 life & &l really
But laughter therapy A really H ®31 life change @< &l

N 41 therapy 7 B3 life ot fear arda |




Dual Language Model

Recall code-switching issues:

Hard to get access to large amounts Large diversity in how code-switching

of code-switched data manifests

Two high-level ideas for fixing them:

Should exploit monolingual data in Should model both languages separately in
Gaddition to modeling how switching occurs

each language

synergistic
Dual Language Models

n-gram language model

Recurrent Neural Network model

CIgOIsEY Garg et al., “Dual Language Models for Code Switched Speech Recognition”, INTERSPEECH 2018
Cig¥ARsiel Garg et al., “Code-switched Language Models Using Dual RNNs and Same-Source Pretraining”, EMNLP 2018



Dual Language Model : With n-grams

n-gram language models, represented as Weighted Finite-State Transducers (WFST)

Standard for “conventional” ASR models

Can also be integrated into neural network models | “Switching gadget”

\
Q

We combine two such LMs, switching between
them via a “switching gadget”

Switches with state-specific probabilities;,Q
which can be learnt from a relatively
small amount of data

Even without using mono-lingual text, out-performs
a monolithic LM that treats code-switched language
as a “new” language

CIRNSEl Garg et al., “Dual Language Models for Code Switched Speech Recognition”, INTERSPEECH 2018



Dual Language Model : With RNNs

Could we do better?
Neural network models tend to out-perform n-gram models
Also, the n-gram Dual LM dropped all contextual information during a switch

An RNN that has two different units (LSTM cells) for handling sequences in the two different

languages a distribution

prediction over combined
vocabulary

. Multiplexers
:implement routing

encoded input
Can train using mono-lingual text and code-switched text

A problem: We don’t have enough code-switched text

Cig¥ARsiel Garg et al., “Code-switched Language Models Using Dual RNNs and Same-Source Pretraining”, EMNLP 2018



Dual Language Model : With RNNs
And Same-Source Pre-Training

A problem: We don’t have enough code-switched text e

Synthesize

Solution: Use “synthetic data” (possibly of lower quality)
to pre-train the RNN

But how do we synthesize code-switched data? |
Real code-switched

Use a generator trained on the (low amounts of) real data data
Note: Same source used for both training and for goeé’glggég)/ 2NN +Dual

generating data for pre-training

RNN 68.2 66.3
Works!

+Synth = 63.8 63.6

Cig¥ARsiel Garg et al., “Code-switched Language Models Using Dual RNNs and Same-Source Pretraining”, EMNLP 2018



Dual Language Model : With RNNs
And Same-Source Pre-Training

Mono-lingual data

A problem: We don’t have enough code-switched text e

Synthesize

Solution: Use “synthetic data” (possibly of lower quality)
to pre-train the RNN

But how do we synthesize code-switched data? |
Real code-switched

Use a generator trained on the (low amounts of) real data data
Note: Same source used for both training and for goevé’g/%g)/ 2NN +Dual

generating data for pre-training

RNN 59.0 59.0
Works!

Can effectively exploit mono-lingual data too +oynth |+ 55.7 55.6

Cig¥ARsiel Garg et al., “Code-switched Language Models Using Dual RNNs and Same-Source Pretraining”, EMNLP 2018



Generating Code-switched Text

- Generating synthetic, but realistic
code-switched text is an important

problem on its own Parallel Text .
Bilingual Lexicons Synthesize
- Can we leverage more resources? Monolingual Text

- A different idea: Treat it as a translation task!

» E.g., Convert a monolingual Hindi sentence to a Hindi-English sentence

R &1 fafpear 3 71

Sitdq g 1SaT add o

ranlation fr
Code-Switching

L:924| Tarunesh et al., “From Machine Translation to Code-Switching: Generating High-Quality Code-Switched Text”, ACL 2021



Generating Code-switched Text: Translation to Code-Switching

» Based on an unsupervised MT architecture LXX'18

EnGui \

« We also employ (simplistically generated) e =
synthetic code-switched text -

» Can use monolingual text and code-switched
text. Parallel text is optional for training.

» LEX: Use a bilingual lexicon to replace a
random Hindi word by its English translation

» EMT: Replace embedded sentence clauses or subordinate clauses in English
sentences with Hindi translations

« Supervised version TCS(S) using a new dataset for parallel code-switched & Hindi text

L9241 Tarunesh et al., “From Machine Translation to Code-Switching: Generating High-Quality Code-Switched Text”, ACL 2021
LXX’18 | “Unsupervised Machine Translation Using Monolingual Corpora Only”, Lample, G. et al., ICLR 2018




Generating Code-switched Text: Translation to Code-Switching

Movie-CS | Treebank-CS
A new Hindi-English CS Dataset _
- Contains 21K+2.5K train+test instances ¢
. Partitioned into two subsets:
Movie-CS and Treebank-CS
S Iéng;throfﬂse;tgnc;’e crET | Ie;g’(h (;f magengli;h sp;n

3 - 5

- Many of the CS sentences are crowdsourced using MTurk e e

- For sentences in Treebank-CS, Turkers were asked to
translate at least one Hindi chunk into English



Human Evaluation

Human Evaluation

Method  Syntactic  Semantic  Naturalness

Real 4.4740.73 4.4740.76 4.274+1.06
TCS (S) 4.214+092 4.1440.99 3.777+1.33
TCS (U) 4.064+1.06 4.01+1.12 3.58+1.46

EMT 3.57+1.09 3.48+1.14 2.80+1.44

LEX 2.91+1.11 2.87+1.19 1.89+1.14

Syntactic Correctness: Is the sentence grammatically valid?
Semantic Correctness: Is the sentence semantically meaningful?

Naturalness: Does the sentence look naturally code-switched?



TCS: Example Sentences

T&! ¥ gFY 9gd WIR &l § 99 o
oifepd {9t Teb QIR bl Vg

T 91d & gHA 3TTERT IR e drel
bl off

Lpoll H dl [HafAd B9 I &l
3T BT ST AT &

e[l i love you very much BER:

sRIcIGESGEEE last time party

B DI o

schools ksl regularly security
oractice RERESIGRGUES




Evaluation using Objective Measures

Objective Measures

Measure LEX EMT TCS(S)
BLEU 15.23 17.73 43.15
LM Perplexity 332.66 276.56 254.37
GLUECOS - NLI 58.67 58.96 59.57
GLUECoOS - SA 58.40 58.79 59.39
BERT-Score : 0.785 0.633 ; 0.813
BERT-Classifier ; 96.52 97.83 ; 88.62

L9241 Tarunesh et al., “From Machine Translation to Code-Switching: Generating High-Quality Code-Switched Text”, ACL 2021



Recall Diversity in Code-switching

Diversity in code-switching caused by:

But laughter therapy 7 #31 life §&e &
But laughter therapy A really H ®3t life change &< <l

» Sociolinguistic factors. E.g., 1st
generation immigrants vs. younger

immigrants IR 41 therapy 7 B3I life §&d fear arda |

Formality in the rendered text. E.g.,
news vs. social media posts

» We focus on three dimensions of diversity in code-switched text:

Code-mixing Index (CMl): Ratio of L1/L2 words 0.29 Gracias for the lovely gift, esta awesome!

0.14 Gracias por el hermoso regalo, esta awesome!
: : : 0.50 Gracias for the lovely gift, esta awesome!
Switch-point Index (SPI): Freq. of L1/L2 switches -~
0.33 hanks por el hermoso regalo, it's awesome!

. : formal T 97 comprehensive plan prepare &1 ST 38l &
Formality: Style, tone, choice of words : P plan prep

informal |23 U detailed planning ready @1 <1 3&! &



Recall Diversity in Code-switching

» Diversity in code-switching caused by:

But laughter therapy 7 #31 life §&e &
But laughter therapy A really H ®3t life change &< <l

» Sociolinguistic factors. E.g., 1st
generation immigrants vs. younger

immigrants IR 41 therapy 7 B3I life §&d fear arda |

» Formality in the rendered text. E.g.,
news vs. social media posts

» We focus on three dimensions of diversity in code-switched text:

Code-mixing Index (CMI): Ratio of L1/L2 words 30 CoCoa: Generating code-switched text

200

] . 600 o
from monolln1 OuaI text while proyiding
20 =

inference-time conttols for @‘MI, SPI and
Switch-point Index (SPI): Freq. of L1/L2 switches 10 fgumality INEEEES 200
T L L LD L Ll bl i " 0 - T . R
OO.OO 0.25 0.50 OO.O S0.5 1.0 OO.O S0.5 1.0
Score core core
Formality: Style, tone, choice of words R g R .
y.- oty a) CMI (b)-SPt c) Formality

WIRIERIR®Z¥® Mondal et al., “CoCoa: An Encoder-Decoder Model for Controllable Code-switched Generation”, EMNLP 2022



Why Is Diversity Computationally Important?

Understanding Diversity Generating Diversity

Set an alarm for 8 am tomorrow Set an alarm for 8 am tomorrow

Kal subah 8 baje ka alarm set karo

Please kal 8 am ka Tomorrow 8 am alarm
Please kal 8 am ka alarm laga dein alarm laga dein set kar dijiye
Tomorrow 8 am alarm set kar dijiye . -
thee hai tomorrow 8 okay alarm set
am ka alarm laga diya Kiya for 8 am

create_alarm ( datetime ( next_day 8 AM ) )

Slide by Sneha Mondal



CoCoa: Controllable Code-switched Generation

Modified sequence to sequence model

+ Control attributes responsible for

_ _ _ OUTPUT [ J
diversity at inference

e Encoder side control
e Decoder side control

control

Encoder side ] Decoder side
control )

|
4 N

Encoder

weur |

WIRIENIZW22E Mondal et al., “COCOA: An Encoder-Decoder Model for Controllable Code-switched Generation”, EMNLP 2022




Encoder-side Control

» Used with attributes for
which we have parallel
monolingual to code-
switched text with attribute

Encoder-side control

values 0.25 " Vemi
§
- Learn a vector embedding C T
for each attribute, scale it - < -
. . . ncodaer
with a weight (proportional D _y Decoder
. § §
to the attribute value) and _ _—
add to the encoder T Z
' SVSF’21
representatlon X = SRT SIFBRT I1fay ot Y = ST information 18T &I
(Zara jankari chahiye thi) CMI =0.25

(Zara information chahiye tha)

SVSF’21 ‘Controlling machine translation for multiple attributes with additive interventions”,Schioppa et al., EMNLP 2021




Decoder-side Gontrol

« Used with attributes, like
formality, for which we do Decoder-side control
not have parallel text

» Predict using a binary

. i information 0.3
attribute classifier whether p - — =
. . acCls i
each prefix string, on Decoder ~ |——
. . . P(X2 | X1) counsel 0.1
completion, will satisty "% y .
attribute or not k21 — | ceuiEEl
1 p - /' X1 X2
X SRTcounsel || 0.9
»  Multiply probabillities from ‘| Ptormallxt,x2) | — . — " = | oz
. . . \_ _J
attribute classifier with

output probability
distributions and
renormalize

YK’21 “FUDGE: Controlled text generation with future discriminators.”,Yang and Klein, NAACL 2




CoCoa: Generation Quality

W Baseline B CoCoa_ CMI CoCoa_SPI W CoCoa_ CMI+SPI

100

73

- BLEU measures the quality of
generated text

. 50
- Pearson correlation between

attribute values of human
references and model outputs 25

BLEU CMI correlation SPI correlation



CoCoa: Human Evaluations

Naturalness

Meaning Preservation

Encoder-based control produces more

natural and consistent outputs

Decoder-based control achieves attribute
faithfulness at the cost of naturalness

Naturalness

B Very natural [ Somewhat natural Not at all natural

Human references

CoCoa_ENCODER

CoCoa_DECODER

Meaning Preservation

W Very well B Somewhat well Not at all

Human references

CoCoa_ENCODER

CoCoa_DECODER

0 25 20 75 100



CoCoa: Examples of Generations

Hindi: 39 YT oA & goiroid dal 2t
cmi-low: 38 YT &4 &I permission Tg! 2t
cmi-high: 39 participate @4 @I permission &l it

Hindi: 317 G gl bl 3id H Teb Afchd I HITET BT gt

cmi-low: 34 Hg1H Bl bl end H Ub AfeRd o meeting BT BN

cmi-high: they told me &Y end ® T Afdrd T meeting &AT g




Synthesizing Code-switched Speech?

 Hard to access large amounts of code-switched data

Code-switched Monolingual
_ Text Speech Corpora
 Can we leverage monolingual speech to construct l l
synthetic code-switched speech? " Switching " Monolingual
g Statistics ) g Segments )

» (Create synthetic speech that mimics phonetic constraints l

of real code-switched speech at switching boundaries
« Can we use text-to-speech synthesis systems to Algorithm

generate synthetic code-switched speech? |
Synthetic Code-switched
Speech

JIERAMES) “Exploiting Monolingual Speech Corpora for Code-mixed Speech Recognition’, K. Tangja, S. Guha, P. Jyothi, B. Abraham, Interspeech 2019

SIS “Improving Low-resource Code-switched ASR using Augmented Code-switched TTS”, Y. Sharma, B. Abraham, K. Tanegja, P. Jyothi, Interspeech 2020



Summary

* ASR on accented speech from underrepresented users remains unsolved

* Code-switched inputs are still hard for computational models to proces

Google withessed a whopping
/8% jump in voice search
from 2021 to 2022

Critical to ensure more inclusive
adoption of speech technologies

Voice-based inputs make technology
accessible to those who cannot type
In their native languages
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