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● The Robustness Problem
● Simplicity Bias
● Two key observations

○ Feature Replication Hypothesis
○ Non-robust features

● Algorithmic ideas
○ Feature Reconstruction Regularizer
○ Adversarial Fine-tuning

● Evaluation
● Conclusion

Outline



Proprietary + Confidential



Proprietary + Confidential



Proprietary + Confidential



Proprietary + Confidential



Proprietary + Confidential



Proprietary + Confidential



Proprietary + Confidential



Proprietary + Confidential



Proprietary + Confidential



Proprietary + Confidential

To fix SB,

need to understand its precise manifestation …
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Test-bed dataset: ColoredMNIST

Task: Classify red 0 vs yellow 1

High correlation between color and digit (label).

vs
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● Some features (e.g., color) are replicated multiple times in the 
feature space compared to other features (e.g., digit shape).

● Final linear classifier relies more on such replicated features.

● 3 layer CNN with 32 penultimate
features has more color features than
shape features.

● Output is more dependent on color
 features than shape features.

Type of 
feature Number Output 

correlation

Color 26 0.81

Shape 4 0.61

Key insight I: Feature replication
(ICLR 2023)
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● SGD trained networks converge 
to the max-margin solution.

● When features are replicated, 
max-margin classifier gives more 
weight to the replicated feature.

● Becomes worse with increasing 
dimensions! 

Max-Margin Classifier under Feature Replication

Max margin classifier in 
replicated feature 
space - 
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Feature Reconstruction Regularizer (FRR)

● Reconstruct features from logits

● Minimize the reconstruction loss

● Mathematical formulation - 

● Ensures that logits contain 

information about all features.
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FRR under Feature Replication

● FRR gives equal weightage to 

replicated and unreplicated features 

● Some caveats-

○ Needs relatively diverse 

representations

○ Needs some conditional 

variance between core and 

spurious features.
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● The replicated features (e.g. color) learned and used by models are 
often brittle to small perturbations.

● We train two models on data with perfect shape and color 
correlation respectively, and compute 
their accuracy on adversarially perturbed
images.

● The performance of a model dependent
on color features sees a huge drop.

Feature 
used by 
model

Test 
Accuracy

Accuracy 
under 

perturbation
=0.1

Color 99% 53%

Shape 99% 85%
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These are examples generated by 
solving 

i.e. the image in the ball of an input 
image for which the cross-entropy 
loss is maximized

Adversarial Examples

Clean 

Adversarial 
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Prior work [1] has shown that 
adversarial robustness is negatively 
correlated with clean accuracy.

Can we use adversarial training?

[1] Towards Deep Learning Models Resistant to Adversarial Attacks by Madry et al
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Prior work has shown that 
adversarial robustness is negatively 
correlated with clean accuracy.

It has also been shown that OOD 
and ID accuracy are highly 
correlated

Can we use adversarial training?

Miller et al
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We freeze the backbone of an ERM 
trained network and fine-tune the 
final linear layer using adversarial 
training.

Adversarial Fine-tuning: The sweet spot
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● Distill the knowledge of teacher

into a small student model to

transfer robustness.

● Careful implementation to:
○ ensure adversarial

finetuning leads to
good teachers

○ ensure poorer in domain accuracy of teacher is mitigated 
○ ensure incorrect logits of teacher are informative

● A smaller model with DAFT can outperform larger ERM trained models.

Pushing the boundaries - Distillation
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Method Accuracy on 

DomainBed

Improvement 
over previous 

SOTA

ERM 63.3 -

SWAD 
(Previous 

SoTA)
66.8 -

DAFT [1] 66.9 0.1

FRR [2] 67.9 1.1

FRR+DAFT 68.4 1.6

DomainBed is a large scale benchmark 

with multiple domain shift datasets.

We achieve a new state of the art on 

this benchmark.

[1] Draft on arxiv; [2] Accepted to ICLR 2023.
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● Non-robust features and Feature replication: Two empirically 

grounded hypotheses for OOD brittleness of neural networks.

● Two methods to alleviate these issues-
○ FRR utilizes all learned features, even under feature replication 

[accepted to ICLR 2023]
○ DAFT combines adversarial fine-tuning and distillation to learn 

robust features

● New SOTA on large scale OOD benchmark.

● Open directions: Do foundation models suffer from SB? If yes, how 
does it manifest? How can we make foundation models more robust?
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Thank you!

https://arxiv.org/abs/2210.01360 https://arxiv.org/abs/2208.09139

https://arxiv.org/abs/2210.01360
https://arxiv.org/abs/2208.09139

