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## Geometric Coverage

- parameterized $(1-\epsilon)$-approximation in $f(k, \epsilon) \cdot \operatorname{poly}(n)$ time for set systems with bounded VC-dimension
- exponential dependence on $k$ cannot be removed as some cases (such as halfspaces in $\mathbb{R}^{4}$ ) are APX-hard [Badanidiyuru, Kleinberg, Lee 2012]
Question: In which of the geometric cases that are not known to be APX-hard (e.g. halfspaces in $\mathbb{R}^{3}$, pseudodisks in $\mathbb{R}^{2}, \ldots$ ) can we obtain a (true) PTAS?
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## Geometric Set Cover

- many techniques and a large body of literature: $\epsilon$-nets, quasi-uniform sampling and many more ...
- local search gives a PTAS for a multitude of problems: halfspaces in $\mathbb{R}^{3}$, pseudodisks in $\mathbb{R}^{2}$, terrain guarding,...
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## Algorithm

- pick an integral parameter $b>0$
- start with an arbitrary feasible solution
- repeatedly replace $b$ sets with $<b$ sets as long as possible


## Analysis

- construct an exchange graph whose vertices are the sets in a global and a local optimum solution, respectively
- Show that this graph is planar
- apply Frederickson's planar subdivision where pieces correspond to candidate swaps
general machinery!
- use an averaging argument to show existence of a profitable swap if local $\gg$ global
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1. does exchange graph still reflect the objective function?

- maximization $\Leftrightarrow$ covering is no hard constraint
- exchange graph takes into account only elements covered by both solution but no individual elements

2. color-imbalanced subdivisions conflict with hard cardinality constraint
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3. Use submodularity to get a perfectly balanced and (still) profitable swap
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## Overview and Future Work

Theorem:There is a PTAS for any class of max coverage problems that admits planar ( $f$-separable) exchange graphs.
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- covering points with halfspaces in $\mathbb{R}^{3}$
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- improve running time
- improved ratios for APX-hard cases?
- other applications (with hard cardinality constraint)?
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